Meta-analysis is being used with increasing frequency in clinical medicine as an attempt to improve on traditional methods of narrative review by systematically aggregating information and quantifying its impact. Combining data from several studies using meta-analysis can increase statistical power, provide insight into the nature of relationships among variables, and increase generalizability of results more rigorously than less quantitative review methods. Like all review methods, meta-analysis can be limited by sampling bias, inadequate data, and biased outcome interpretation. Still, the advantages noted above make meta-analysis a methodology that warrants testing and empirical evaluation.

THE GOAL of an integrative literature review is to summarize the accumulated knowledge concerning a field of interest and to highlight important issues that researchers have left unresolved. Traditionally, the medical literature has been integrated in the narrative form. An expert in a field will review studies, decide which are relevant, and highlight his or her findings, both in terms of results and, to a lesser degree, methodology. Topics for further research may also be proposed. Such narrative reviews have two basic weaknesses. First, no systematic approach is prescribed to obtain primary data or to integrate findings; rather, the subjective judgment of the reviewer is used. As a result, no explicit standards exist to assess the quality of a review. Second, the narrative reviewer does not synthesize data quantitatively across literature. Consequently, as the number of studies in any discipline increases, so does the probability that erroneous conclusions will be reached in a narrative review.

Scientific research is founded on integration and replication of results; with the possible exception of a new discovery, a single study rarely makes a dramatic contribution to the advancement of knowledge. In this article I summarize the constraints on reviewers of the medical literature and review alternative methods for synthesizing scientific studies. In particular, I examine meta-analysis, a quantitative method to combine data, and illustrate with a clinical example its application to the medical literature. Then, I describe the strengths and weakness of meta-analysis and approaches to its evaluation. Finally, I discuss current research issues related to meta-analysis and highlight future research directions.

CONSTRAINTS ON LITERATURE REVIEW

The limitations of any approach to literature review can be summarized as follows: (1) sampling bias due to reporting and publication policies; (2) the absence in published studies of specific data desired for review; (3) biased exclusion of studies by the investigator; (4) the uneven quality of the primary data; and (5) biased outcome interpretation. These concerns are applicable to any form of literature review.

Two types of bias in the published literature must concern a reviewer. First, because authors and journal editors tend to report statistically significant findings, a review limited to published studies will tend to overestimate the effect size. In a survey, for example, 58 investigators indicated that they had conducted 921 randomized controlled trials, and that 96 (21.3%) were unpublished. Positive randomized controlled trials were significantly more likely to be published than negative trials (77% vs 42%, P<.001). At the same time, one should not uncritically assume that methods are better in published studies, as the quality of published papers varies dramatically. Second, another form of publication bias, the confirmatory bias, tends to emphasize and believe experiences that support one's views and to ignore or discredit those that do not. Results of a study of 75 journal reviewers asked to referee identical experimental procedures showed poor interrater agreement and a bias against results contrary to their theoretical perspective. Consequently, new or unpopular data tend also to be underreported in the published literature.

Data available from primary research studies may be inadequate for the literature reviewer. The reviewer is often confronted with selective reporting of primary findings, incorrect primary data analysis, and inadequate descriptions of original studies. In a study of psychotherapy outcomes, for example, an effect could not be calculated in 28% of studies because of missing data, a
number comparable with previous reports.\textsuperscript{14} In addition to identifying studies, the investigator must decide which reports to include in a review.\textsuperscript{1} One option is to use all available data and thereby maximize the representativeness of the conclusions. Using this approach, however, one will decrease the statistical validity of the data synthesis by including less rigorous studies. Exclusion of studies for methodological reasons, on the other hand, will increase the statistical validity but will decrease the size of the overall pool of data and may sacrifice the ability to generalize from the results.

Variable data quality is probably the most critical limitation for the reviewer. The effect of data quality was seen in a study of quality of life outcomes following coronary bypass graft surgery, when investigators found the estimates of benefit to be 15% less in randomized controlled trials than in trials using matching.\textsuperscript{23} Similarly, results of studies in medical care tend to show decreasing odds ratios with increased rigor of studies,\textsuperscript{1} although in one large study of psychotherapy, the effect was found to increase with increasing rigor.\textsuperscript{21} In quantitative reviews, statistical methods, including stratified analyses and multivariate methods, can be used to measure the impact on the results of varying quality in studies.\textsuperscript{2,4,14}

Although these constraints have been recognized previously, the more recent efforts to address concerns about research integration have stimulated new efforts to deal with them.

**QUANTITATIVE APPROACHES TO SUMMARIZING ACROSS STUDIES**

During the past several years, there have been several different approaches developed to summarize quantitatively data found in different studies of the same or similar research problems. The simplest approach to the quantitative integration of research is vote counting. With this approach, results of studies under consideration are classified into three categories: (1) statistically significant in one direction, (2) statistically significant in the opposite direction, or (3) no statistically significant difference. Then, the category receiving the most votes is judged to approximate truth.\textsuperscript{4} Although simple to use, voting methods do not take into account the magnitude of effect or sample size. In addition, this approach does not address the aforementioned problems inherent in traditional reviews, such as inadequate study methodology and uneven data quality.

In 1971, Light and Smith\textsuperscript{15} proposed an alternative to voting methods that takes advantage of natural aggregations, or clusters, in the population. In this approach, one studies a problem in various clusters, such as neighborhoods or classrooms, and searches for explanations for differences among clusters. If these differences are explainable, the data can be combined and statistical variability can be described.

A third method for combining literature is pooling, a method by which data from multiple studies of a single topic, such as β-blockade after myocardial infarction, are combined in a single analysis.\textsuperscript{16} This method is limited by the availability of raw data; the variation in study methods, populations, and outcomes under study; and statistical considerations.\textsuperscript{17,18}

In a 1976 study of the efficacy of psychotherapy, Glass\textsuperscript{22} coined the term *meta-analysis*, "the statistical analysis of a large collection of results from individual literature, for the purpose of integrating the findings." Alternatively, *meta-analysis* can be defined as any systematic method that uses statistical analyses for combining data from independent studies to obtain a numerical estimate of the overall effect of a particular procedure or variable on a defined outcome.\textsuperscript{24}

While there have been several approaches to meta-analysis, the steps can be defined generally as (1) defining the problem and criteria for admission of studies, (2) locating research studies, (3) classifying and coding study characteristics, (4) quantitatively measuring study characteristics on a common scale, (5) aggregating study findings and relating findings to study characteristics (analysis and interpretation), and (6) reporting the results.\textsuperscript{25,26}

Problem formulation includes the explicit definition of both outcomes and potentially confounding variables. Carefully done, this step enables the investigator to focus on the relevant measures in the studies under consideration and to specify relevant methods to classify and code study characteristics.

The literature search includes a systematic approach to locating studies.\textsuperscript{1} First, one obtains information from the so-called invisible college, ie, the informal exchange of information among colleagues in a particular discipline. Second, one searches indexes (eg, *Index Medicus* and the *Social Science Citation Index*), abstracting services (eg, *International Pharmaceutical Abstracts*), and computerized searches (eg, *MEDLINE* and *TOXLINE*) to obtain research articles and sources of both published and unpublished data. Third, references in available studies identify further sources. The retrieval from academic, private, and government researchers of unreferenced reports, the so-called fugitive literature, as well as unpublished data, further minimizes selective reporting and publication biases.

Several methods are used to measure the results across studies.\textsuperscript{2,3} The most commonly used measure in the social sciences is the effect size, an index of both the direction and magnitude of the effect of a procedure under study.\textsuperscript{19} Glass and his colleagues\textsuperscript{20} developed this method when assessing the efficacy of psychotherapy on the basis of data from controlled studies. One estimate of effect size for quantitative data is the difference between two group means divided by the control group SD: \( (X_1 - X_2)/S \), where \( X_1 \) is the mean of the experimental or exposed group, \( X_2 \) is the mean of the control or unexposed group, and \( S \) is the SD of the control group. Effect size expresses differences in SD units so that, for example, if a study has an effect size of 0.2 SD units, the overall effect size is half that of another study that has an effect size of 0.4 SD units. The appropriate measure of effect across literature will vary according both to the nature of the problem being assessed and to the availability of published data.\textsuperscript{2,5} Pooling of data from controlled clinical trials, for example, has been more widely used in the medical literature.\textsuperscript{1,20,21}

Effect size for proportions has been calculated in cohort literature as either a difference, \( P - P' \), or as a ratio, \( P/P' \).\textsuperscript{2} The latter has the advantage of considering the absolute as well as the relative effect and, in epidemiologic studies, is equivalent analytically to the concept of the risk ratio.

Whatever combination statistic is used, a systematic quantitative procedure to accumulate results across studies should include the following:\textsuperscript{27} (1) summary descriptive statistics across studies and the averaging of those statistics; (2) calculation of the variance of a statistic across studies (ie, tests for heterogeneity); (3) correction of the variance by subtracting sampling error; (4) correction in the mean and variance for study artifacts other than sampling, such as measurement error; and (5) comparison of the corrected SD to the mean to assess the size of the potential variation across studies. A growing literature on statistical methods deals with problems in calculating effect size or significance testing as it relates to meta-analysis.\textsuperscript{28,29}

**BENEFITS OF META-ANALYSIS**

Meta-analysis forces systematic thought about methods, outcomes, cat-
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A literature search began with the exchange of information with colleagues in obstetrics, pediatrics, epidemiology, technology assessment, and economics. References to published research articles were obtained from MEDLINE and Index Medicus and supplemented with references in articles under review. Efforts were also made to obtain unpublished reports and professional meeting abstracts. Although this review was systematic and extensive and comparable evidence from studies was sought, a quantitative analysis across studies was limited to descriptive statistics.

A 1987 meta-analysis of this same issue focused on evidence from randomized controlled trials and the previous literature search supplemented with information from the Oxford Database of Perinatal Trials and from direct correspondence with individual investigators. Variables were codified and, where possible, made comparable. For example, published measures of the Apgar score varied in timing (at 1, 2, and 5 minutes) and classification (abnormal was defined variably to include or exclude a score of 7); authors were asked to provide one-minute Apgar scores where a normal score included 7.

The primary data were then organized into descriptive tables that listed study results for specific outcomes, such as low Apgar score, perinatal mortality, and cesarean delivery, as well as for measures of diagnostic precision, such as sensitivity, specificity, and predictive value (Table I). The findings of the randomized controlled trials were evaluated for comparability and then pooled (Table 2), and the pooled analyses were stratified by data quality. The results of the pooled analyses were then reported, conclusions were drawn, and recommendations were made.

The 1979 study concluded that the data did not support the routine use of electronic fetal monitoring and recommended additional randomized controlled trials and limitation of electronic fetal monitoring to high-risk pregnancies. The 1987 report included randomized controlled trials already cited in the original study and three additional randomized controlled trials (seven randomized controlled trials from five countries). No known clinical trials were excluded from this report although the largest trial, which included more subjects than the other six in combination, was analyzed separately and compared with the pooled results of the others.

Analyses of different subsets of these studies based on differences in design (eg, use of fetal scalp blood in sampling) and study quality found minor variations in results, but no changes in the basic findings. Data from the randomized controlled trial that scored highest in an assessment of the quality of study design and implementation, however, indicated that electronic fetal monitoring combined with fetal scalp blood sampling could be used to identify infants at risk of neonatal seizures. That study had been suggested by pooled analyses of earlier randomized controlled trials. The pooled cesarean delivery rate was twofold higher in the group with electronic fetal monitoring. While both of these reports illustrate the advantages of the systematic and comprehensive approach to a literature review, the meta-analytic methods used in the 1987 report illustrate both increased statistical power derived from data pooling and increased information found from stratification of studies. Subsequently available trials reported results consistent with that meta-analysis.

CRITICISMS OF META-ANALYSIS

When meta-analysis was introduced in the psychology literature, it did not meet with universal acceptance. It was variously described as "an exercise in mega-silliness" and "an abuse of research integration." In addition to the constraints listed above related to literature review, the meta-analyst is confronted with additional challenges in an effort to synthesize data quantitatively across studies.

Statistical significance testing that is familiar to most clinicians is based on an assumption that data are selected randomly from a well-specified population. Nonrandom selection of studies and multiple tests of the same data, either through repeated publication of partial or entire data sets or through use of more than one outcome for each person, are two ways that this assumption is violated. Nevertheless, standard parametric statistics have been considered to be sufficiently robust to be usable in meta-analyses.

The current use of parametric statistical methods for meta-analysis requires additional theoretical study. Other methodological issues of concern to meta-analysts include bias, variability between studies, and the development of models to measure variability across studies. Additional statistical research should include study of the impact of outliers on the meta-analysis and the potential insight that they could provide into a research question. Statistically valid methods to combine data across studies of varying quality and design, including data from case-control studies, should be applied.
studies, will enable meta-analysts to maximize the value of their data syntheses.62

One serious concern about quantitative reviews of the literature is that although meta-analysis is more explicit, it may be no more objective than a narrative review.63 Both critics and advocates of meta-analysis are concerned that an unwarranted sense of scientific validity, rather than true understanding, may result from quantification.62,64 In other words, sophisticated statistics will not improve poor data but could lead to an unwarranted comfort with one's conclusions.65

**EVALUATION OF META-ANALYSIS**

The evaluation of a literature review, like its conduct, should be systematic and quantitative. Evaluation criteria for meta-analysis include the need for the following: (1) clear identification of the problems under study; (2) active effort to include all available studies; (3) assessment of publication bias; (4) identification of data used; (5) selection and coding based on theoretical framework, not convenience; (6) detailed documentation of coding; (7) use of multiple raters to assess coding, including assessment of interrater reliability; (8) assessment of comparability of the cases, controls, and circumstances in the studies analyzed; (9) consideration of alternative explanations in the discussion; (10) relation of study characteristics to problems under review; (11) careful limitation of generalization to the domain of the literature review; (12) reporting in enough detail to enable replication by a reviewer; and (13) guidelines for future research.66

**COMMENT**

Meta-analysis is an attempt to improve traditional methods of narrative review by systematically aggregating information and quantifying its impact. Meta-analysis was introduced to address the problem of synthesizing the large quantity of information on a particular subject, a problem that has been exacerbated by the large volume of published research in the past 20 years. It is viewed, however, only as a step in the process of developing better tools to quantify information across studies. It should neither be considered the final word in quantitative reviewing, nor should it be dropped in haste because of the problems and criticisms discussed above. Certainly, benefits are to be obtained from systematic and rigorous review of available information, including increases in power and generalizability, better understanding of complex issues, identification of correlations among variables, and identification of gaps to be addressed by appropriate research.

When criticizing meta-analysis, one must distinguish between those problems that are inherent in any literature review and those that are specifically a problem with meta-analysis. For example, data quality, sampling bias, and data retrieval are limitations inherent in any literature review. Similarly, while outcome interpretation may be affected by the various styles of summarizing research findings, biases are not limited to the meta-analyst. On the other hand, one must be wary of inappropriate weight being given to a procedure just because it is quantitative, particularly when used by those who do not understand the limitations of the statistical methods utilized. Finally, critics should empirically test the impact of their criticisms so as to take meta-analysis or its alternative methods of quantitative summarization of research to the next level of usefulness.

It has been suggested that investigators should combine quantitative and qualitative review data to enable practitioners to apply results to individual patients or program problems.67 In this way, researchers can investigate issues that are important but difficult to quantify. Nonquantitative information, such as expert opinion and anecdotal evidence, does have a significant impact on policy. Finally, one must be concerned that although even the best meta-analysis may represent all available trials and relevant studies, it may not represent clinical practice because of the nature of how and where research is conducted.68

Several things can be done to assess meta-analysis and to improve methods of quantitative review. First, one can compare the results of meta-analysis with those of narrative reviews to identify differences in interpretation and conclusions. In one study where a statistical procedure for summarizing research findings was compared with narrative reviews, it was found that the statistical reviewer was more likely to support the hypothesis both in direction and magnitude, although the basic recommendations did not differ between groups.69 A second important area of research is in statistical methodology. Both theoretical research into the assumptions of alternative methods and empirical research testing of the accuracy and efficiency of these methods need to be undertaken. Third, methods to assess the quality of meta-analysis need to be tested and refined.61 Finally, in assessing meta-analysis, one must be careful to limit the extrapolation of conclusions to the field of study covered by the literature review. Although this is true of any cumulative review, the boundaries of the review must be carefully delineated and interpretation confined to those boundaries.

In summary, the systematic, quantitative review and organization of the cumulative experience in a subject matter is fundamental to good scientific practice. Meta-analysis is a methodology that warrants testing and empirical evaluation. This is similarly true of alternative approaches to synthesizing information. The need to use available information optimally cannot be avoided by the rational scientist. The particular framework of review—be it meta-analysis or some other approach—should be addressed as an important scientific en-
deavor. The importance of addressing this issue must be underscored in an era where scientific information is increasing exponentially and the potential for application of these findings is unprecedented.
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